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Level Setting: Definitions

Big data: 3 Vs (Volume, Variety, and Velocity)

Algorithm: formally specified set of instructions used to analyze data and automate decisions

Artificial Intelligence: capability of a machine to imitate intelligent human behavior

Machine learning: subfield of artificial intelligence that gives computers the ability to learn without 
explicitly being programmed (can be ”supervised” or “unsupervised”)

E.g., natural language processing, neural networks, deep learning

Predictive policing: the use of data to predict when and where crime is more likely to occur in the 
future, and who is likely to be involved

the computational analysis of massive and diverse datasets to automate decisions and make 
predictions. 



Focus: Policing

• Feeder into criminal justice system

• Reforms targeted at policing phase can be very impactful because they cascade into other 
phases of criminal justice system





Fieldwork 
• Los Angeles Police Department 

• Area divisions 

• Specialized divisions: Robbery-Homicide, Information 
Technology, Fugitive Warrants, Records and Identification, 
Juvenile, Risk Management, Air Support

• RACR

• Ride-alongs

• LA County Sheriff’s Department

• JRIC

• PredPol

• Palantir

• Surveillance industry conferences

• Training manuals











The state has long used data for governance. What’s 
new?

• The state has long used data to govern its citizens 

• Recently, state actors relying more heavily on private vendors 

• Privatization brought the logic of risk, actuarial calculations 

• Police use data for: 1) Efficiency; 2) Accountability and Legitimacy







Police use big data to conduct two different kinds of 
surveillance

1. Dragnet: surveillance of everyone, rather than just those under suspicion

2. Directed: surveillance of people and places deemed suspicious







Predictive policing 

• Location based: to predict property crime

• Person based: to predict violent crime 





Algorithmic bias

• Systematic errors that lead to unfair outcomes

• If training data is biased, so too will the outcomes be biased

• Feedback loop/self-fulfilling prophecy

• Why might crime data be biased? 



Person-based predictive policing

• 5 points for violent crime 

• 5 points for gang affiliation

• 5 points for prior arrest w/ handgun

• 5 points for parole/probation

• 1 point for every police contact





“Yesterday this individual might have got stopped because he 
jaywalked. Today, he mighta got stopped because he didn’t use his 
turn signal or whatever the case might be. So that’s two points…you 
could conduct an investigation or if something seems out of place 
you have your consensual stops. ‘Hey, can I talk to you for a moment?’ 
‘Yeah what’s up?’ You know, and then you just start filling out your card 
as he answers questions or whatever. And what it was telling us is who 
is out on the street, you know, who’s out there not necessarily maybe 
committing a crime, but who’s active on the streets. You put the 
activity of…being in a street with maybe their violent background and 
one and one might create the next crime that’s gonna occur.” 







“The Code of Federal Regulations. They say you shouldn’t create a—
you can’t target individuals especially for any race or I forget how you 
say that. But we didn’t want to make it look like we’re creating a gang 
depository of just gang affiliates or gang associates…we were just 
trying to cover and make sure everything is right on the front end.”



Big data policing harder to challenge

• Looks objective 

• Algorithmic opacity

• Trade secrecy 







Big data policing is wider and deeper

• Includes a broader swath of people 

• Can follow any single individual across a greater range of institutional settings, including 
those with no police contact



Using big data to police the police?

• Digital policing leaves digital trails

• Potential to police the police? 



Resistance varied along two axes

Position in the organizational hierarchy

Function in the department

High

Low

Civilian Sworn



Implications for social inequality

• Reduce existing inequalities?
1. Less biased predictions of risk (humans as cognitive misers)

2. Police the police 

• Reinforce existing inequalities?
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Implications for social inequality

• Reduce existing inequalities?

• Reinforce existing inequalities?
1. Deepen surveillance of individuals already under suspicion 

while appearing to be objective 

2. Widen CJ dragnet unequally along lines of race, class, 
neighborhood

3. Lead people to avoid surveilling institutions fundamental to 
social integration 
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Implications for law

1. Pacing problem

2. Unsettles underlying legal categories (e.g., individualized suspicion, reasonable suspicion, 
probable cause, what constitutes a search)

3. Data are different in kind, not just degree

4. New opportunities for parallel construction



Nothing to hide, nothing to fear?



Takeaways

1) Algorithms do not transcend, but rather are shaped by the social world in which they are created 
and used.

2) Tradeoffs that are not made explicitly are inevitably made implicitly (e.g., fairness, accuracy, 
transparency, simplicity, privacy). Being explicit and quantifying our values is uncomfortable but 
necessary.  It will allow us to measure progress.

3) Data does not replace, but rather displaces discretion to earlier, less visible, and therefore 
potentially less accountable phases of the policing process.

4) Relevant to other parts of the criminal justice system and beyond



Other data and criminal justice projects

1) Use of social media data in criminal cases

2) Civilian use of ”smart” surveillance tech



Thank you

Questions/comments: sbrayne@utexas.edu
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